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ABSTRACT 
 
For  the growth of a particular 
organization and to withstand other 
competitions, decisions with more pros 
and fewer cons have to be made. This 
approach has helped prominent 
companies soar. Online Transactions have 
become a huge part of our life in recent 
days due to their convenience,  of the 
products and fast delivery of the 
products. Reviews are crucial for 
understanding a particular product’s 
position in the company and they can 
predict its sales flow. Opinion Mining, 
which is also known as “Sentiment 
Analysis” is a Machine Learning Method 
that offers a comparison between various 
brands based on the collected optimistic 
and negating ratings provided by the 
consumers. To determine the sentiment 
analysis of the feedbacks left by customers 
who had already sampled and bought the 
Amazon Products, we made this 
framework by using the Multinomial 
Naïve Bayes Classifier and the Random 
Forest Classifier in order to produce the 
best results with the given dataset. The 
accuracy results given by Multinomial 
Bayes and Random Forest Classifier are 
90% and 99% respectively. 
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1. INTRODUCTION 
 
For the growth of a particular organization and to 
withstand other competitions, decisions with 
more pros and fewer cons have to be made. Such 
decisions are put forth when we have evaluated 
the opinions of those concerned. This approach 
has helped prominent companies soar. Amazon is 
an online-based American company that sells its 
products and services digitally, providing users a 
convenient method of shopping for items in this 
ever-growing electronic industry. Customers give 
reviews after using their services according to the 
quality of the product, its condition, and speed of 
the delivery to express their experiences and 
preferences which can be further studied to 
examine the overall customer satisfaction. 
Reviews are crucial for understanding a 
particular product’s position in the company and 
they can predict its sales flow. Opinion Mining, 
which is also known as “Sentiment Analysis” is a 
Machine Learning Method that offers a 
comparison between various brands based on the 
collected optimistic and negating ratings 
provided by the consumers. In this study, we 
have presented our findings by using efficient 
and accurate results-inducing algorithms, namely 
the Multinomial Naive Bayes approach and the 
Random Forest Classifier method. 
 
  
2. RELATED WORKS 
 
The research carried out by Mohan Kamal 
Hassan, Sana Prasanth, and R Sasikala[1] 
reported its findings on a sentimental analysis of 



Amazon Laptop product reviews using the naïve 
Bayes algorithm. From the beginning, the review 
databases are collected from the Amazon 
Mongodb database, this process is known as data 
collection. Now the dataset is processed to 
remove meaningless and unwanted stopwords 
and then transformed into words that can help to 
seek out the review’s meaning. Finally, 
extraction of features is done to decide the way 
of understanding the review. The naïve Bayes 
classifier approach is to help determine the 
precise tag word indicating positivity and 
negativity of the comment where the defined tag 
word can also tag the required words and these 
words are needed to be calculated so that score 
for every review can be obtained. After 
successively performing the naïve Bayes 
classification, the duality(both positive and 
negative) is measured using a decision tree. To 
form semantic relations between the words, the 
WordNet dictionary was implemented to make 
out the foremost sensible comment. They have 
discussed two classification techniques namely 
Machine Learning Approach and Bayesian 
Networks(BN) method. The former has an 
accuracy of 71.7% approx. for 3 categories and 
approx. 46.9% for 5 categories and is limited to 
the English Language. The latter has approx. 
73% accuracy. Although BN and Naïve Bayes 
have some differences, both have almost the 
same level of performance. 
 
S. PAKNEJAD[2] provided the comparison 
between two Machine Learning Approaches 
specifically, the SVM(Support vector machines) 
approach, which is under supervised learning, 
and the Naïve Bayes Method. In the SVM 
algorithm, labeled training data that is situated on 
a plane is divided into different groups by 
another hyperplane. While the naïve Bayes 
method has independent features and feature 
extraction is carried out before its execution. 
Feature Extraction, also known as the Bag of 
Words model assigns each word a unique 
number. These techniques are offered by Python 
programming language which specializes in 
supervised learning methods. Firstly, data is 
collected from the SNAP dataset, and preparation 
of the targeted data is done to exclude 
unnecessary features with the exception of items 
such as the summary and text of the review itself. 
Going ahead, Bag of words is applied before 
training the Naïve Bayes and SVM classifiers, 
and then finally test data is adapted to the trained 
classifiers to calculate the level of performance. 
Two experiments were conducted in this 
research, for the first experiment, a total of 
15000 training data and 48500 testing data were 
collected. Here, any scale of 3 stars(which 
denoted mixed reviews) was excluded to avoid 

complications. Next, in the second experiment, 
10 products were selected and 300 data were 
collected from each product. Here, 3-star reviews 
were also considered negative. The results from 
the first experiment came out as naive Bayes 
having 92.72% accuracy while SVM has 93.20% 
accuracy on summaries. The second result 
having more reviews has an average of 89.98% 
and  80 to 90% accuracy in the case of Naïve 
Bayes and SVM respectively. This shows that 
Naive Bayes has more accuracy than SVM in the 
case of a large sampling review of data. 
 
Nguyen, Heidi; Veluchamy, Aravind; Diop, 
Mamadou; and Iqbal, Rashed(2018)[3] 
conducted a study of Sentiment Analysis of 
Amazon product reviews using term frequency-
inverse document frequency (TF-
IDF)vectorization along with various Machine 
Learning and Lexicon based methods. Data is 
collected through Amazon Standard 
Identification Number which has links for each 
review.1000 product reviews are sampled and 
duplicate reviews are omitted. They then perform 
various Text Preprocessing operations such as 
sentence extraction, unescaping HTML escape 
sequences, removing special characters, 
lemmatizing text, erasing stopwords, performing 
tokenization, etc. After completing the process, 
we move onto  TF-IDF Vectorization where 
we extract useful elements from a summary. 
Term Frequency(TF) is the frequency of 
occurring of a bunch of words in a file, also 
known as Bag of Words model. In this, each file 
is indicated by 0s and 1s where a nonexistent 
word is denoted by 0 and vice-versa. IDF(Inverse 
Document Frequency) is defined as the weighing 
of the importance of a particular word. They 
have carried out experiments by making use of 
three supervised approaches specifically, LR, 
SVM, and Gradient Boosting classifiers along 
with three lexicons in NLP which are VADER, 
Pattern, and SentiWordNet. 
The results came out for SVM, Gradient 
Boosting, and LR methods having an accuracy of 
89%,87%, and 90%; precision of 90%,98%, and 
97%; FI score of 94%,92%, and 94% 
respectively. Pattern, VADER and SentiWordNet 
gained an accuracy of 69%,83% and 80%; 
precision of 88%,90% and 90%; FI score of 
79%, 89% and 88% respectively. This shows that 
Machine Learning methods surpass Lexicon-
based models. 
 
SANA NABIL, JABER ELBOUHDIDI, and 
MOHAMED YASSIN CHKOURI[4] have set 
out to discover the best results among the results 
produced by different Machine Learning 
algorithms, namely, the naïve Bayes, Support 
Vector Machine, the Decision Tree, and the 



Logistic regression algorithms in this paper. 
Their goal lies in expressing the sentiments of 
users derived from Amazon product reviews. 
Datasets first undergo transformation into fixed-
size features by HashingTF, Tokenized and 
StopWords removed in Text Preprocessing 
before going through with Feature extraction. 
Next onwards, Machine Learning Algorithms are 
applied and implemented through the usage of 
Spark and Scala languages Thus resulting in 
results representing the achievement of the 
accuracy of 100%, 95%, 97%, and 75% for 
SVM, Naïve Bayes, LR, and Decision Tree 
classifiers respectively. This highlighted the fact 
that SVM produced the best results among 
others. 
 
 
3. METHODOLOGY 
 
 

 
Figure 1.1 Stages of analysis of sentiments in 
the Amazon Product Reviews 
 
There are 5 stages of methodology in the system: 
1.Loading and Preprocessing of data 
2. Data Exploration and Depiction  
3. Feature Engineering and Extraction 
4. Training and Testing the Dataset 
5. Application of Two Classifiers:- Multinomial 
Bayes and Random Forest Classifiers 
 
3.1 STAGE 1: Loading and Preprocessing of 
Data  
 
Data is loaded from the Amazon Review Dataset 
which has a collection of fifty thousand plus 
Reviews of Amazon Products. This Dataset will 
be studied and operated upon throughout the 
processes to help train our model and provide 

results based on it. This Dataset gives an accurate 
description of the products whose reviews  were 
recorded on their respective websites on the 
internet and has labeled and ordered columns that 
provide reliability and consistency to the model. 
Choosing a proper dataset is crucial to avoid 
overfitting and interdependency of the variables 
during the Training and Testing of the model. 
 
Preprocessing of data mainly constitutes data 
cleansing to enable datasets to become free of 
errors and duplications. Without cleansing the 
data, data becomes corrupted which becomes a 
hindrance to the machine learning process. It also 
removes any unnecessary characters or 
punctuations that affect the accuracy results of 
the model. The dataset contents are also required 
to be standardized in the same format to make 
them comparable. Data Preprocessing consists of 
a wide variety of operations such as splitting of 
the text, removal of special characters,  removal 
of punctuations(such as question mark , commas, 
etc .),  converting the sentences to lowercase 
letters,  and so on. 
 
3.2 STAGE 2:Data Exploration and Depiction 
 
Plotting and Depiction of data in bar graphs is 
very much useful in comprehending the 
relationships between the data. We can gain 
much more insight from this way of envisioning 
data and the detection of anomalies in the 
patterns of data is easily done. Even one single 
unit of data that is showing misbehavior and 
taking different paths than the other variables can 
prove to be the cause of miscalculations in future 
operations. Every learning model needs this stage 
to make correct decisions in the successive stages 
of methodology. 
 
  

Figure 1.2 Plotting a Bar graph to count the   
ratings present in the reviews 



 
3.3 STAGE 3: Feature Extraction and Feature 
Engineering 
 
Feature Extraction is one of the major techniques 
of Machine Learning that obtain features from 
the text of the required data that are necessary for 
producing results for the Training and Testing of 
data. 
Implementing upon raw texts of data ia s a 
hugely erroneous task that can incriminate 
predictions of the overall training model. 
Feature Extraction has Two Constituents: 

 BOW(Bag Of Words Model) and 
 TF-IDF Vectorization 

 
3.3.1 Bag Of Words Model  
 
It consists of the creation of features after 
cleaning of data. 

 
features are the various types of words of the 
text data that can easily summarize the data and 
convey an accurate description of data. With the 
help of Features, we can easily analyze the 
sentiment of text and we do not need 
unnecessary information which can slow down 
the throughput of the model. We can produce 
features by removing the stopwords from the text 
and then setting conditions that will determine 
the groups to which the words of the text will 
belong to. For example, a text review that 
contains negative sentiments will have features 
that are labeled as negative while a group of 
words containing positive sentiments will have 
features that are labeled as positive respectively. 
 
3.3.2 Stopwords 
 
Stopwords are lists of words in the English 
dictionaries that bestow English Grammar to the 
texts but are an obstacle to machine learning 
models and slow down the processes with their 
heavy amount of words. They can also make the 
training model mistake a bad review asa good 
review if the review contains the words such as 
‘positively disgusting’ and this results in an 
inaccurate prediction. 
Therefore, they are required to be removed so 
that models can be trained in a much more fast 
manner. 
In this paper, Stopword() function is used to 
expel all the stopwords. 
 
3.3.3 WordCloud 
 
Stopwords can also be used to visually depict the 
different types of sentiments contained in the 
dataset in overall with the assistance of 
WordCloud. WordCloud is a type of generator of 

words that are occurring frequently and are 
highly favored in the depiction of sentiments in a 
vividly eye-catching manner. 
It provides a deeper analysis of the text. 
We used the WordCloud() function to derive 
common positive and negative words. 
 
Feature Engineering is the manipulation of 
existing lists of data, so that we can create new 
features by categorizing the variables in the 
dataset. This action simplifies data and makes the 
dataset more structured, resulting in the provision 
of data that can be easily Trained and Tested. It 
is commonly used  Deep Learning to enhance the 
accuracy of models. It also creates correlation 
between various attributes and provides 
Dimensionality reduction.                                                                                                                                    
.

 
Figure 1.3 Depiction of the WordCloud 
 
3.3.4 One Hot Encoding 
 
One Hot Encoding is one of the most common 
techniques of Feature Engineering that is applied 
to datasets to categorize their contents. It creates 
new features for every content in the columns of 
the dataset and labels the features as numerical 
values so that each element can be identified by 
the values that were created after the 
implementation of One-Hot Encoding. 
 
 
3.3.5 TF-IDF(Term Frequency-Inverse 
Document Frequency) 
 
It represents the words that may or may not be 
occurring frequently in our compilation of files 
but are definitely crucial for our present file. It is 
composed of two parts: 

 Term Frequency and 
 Inverse Document Frequency 

Term Frequency is the number of times a word 
occurs in a file with respect to the total number 
of words. 
Inverse Document Frequency represents the 
words that are occurring frequently in a small 
amount of files. 



We will use this vectorizer to covert our reviews 
into tokens. 
 
3.4 STAGE 4:Splitting Up of Dataset 
 
We have to split our dataset into two parts so that 
they can be used for the training of the model: 
 

 Training Dataset 
 Testing Dataset 

 
 
3.4.1 Training Dataset  
 
It is the dataset which is submitted to the 
machine learning model to invent new patterns. 
These patterns can later be learned to help the 
model develop further. 

3.4.2 Testing Dataset  

3.4.1 Training Dataset  
It is the dataset which is submitted to the 
machine learning model to invent new patterns. 
These patterns can later be learned to help the 
model develop further. 

 
 

 
Figure 1.4 Splitting up of Training DataSet and 
Testing Dataset 
 
 
3.5 STAGE 5: Training and Testing The Model 
 
We are going to train our model on the basis of two 
machine learning algorithms,namely, 
MultinomialNB() and Random Forest Classifier().we 
have already tokenized the required values using TF-
IDF and have also split the dataset into Training and 
Testing data. 
 
Training of the model will be done by the Training 
Dataset to predict the outcome of the model. 
Then we test the model with respect to the target 
variable so that we can find out the model’s accuracy 
by using the test data. 

 
Algorithms: 
 
 3.5.1 MultiNomialNB() 

 
It is a machine learning algorithm is a Naïve Bayes 
Classifier which has features generated from 
distribution. 
 
These features are related to the occurring frequency 
of the words in a document and require classifying. 
Apart from Gaussian Bayes, it is the only other one 
of the Naïve Bayes classification algorithm. 
 
3.5.2 Random Forest Classifier 

 
 It is a type of supervised machine learning 
algorithm that represents a set of decision trees that 
were constructed from a randomly selected part of 
the Training Dataset. This group of decision trees are 
called a forest. Random forest classifier has two 
parts, mainly classification and regression. votes are 
collected from each tree to choose the class with the 
most votes in classification.. 
The mean of all the individual trees’ results is 
chosen as the final result in regression. 

 
 
 
4. RESULTS 
 
We have the following results after Training our 
model with the two algorithms: Multinomial Naïve  
Bayes and Random Forest Classifier. 
 
4.1 MultinomialNB() 
 

 

Figure  1.5 Observations of MultinomialNB() 
Technique    
 

The accuracy of the model for the training and 
testing data is 89.90% and 89.19% respectively 
as shown above. Therefore we can deduce that 
the training accuracy and testing accuracy of the 
model is nearly similar. It represents that in the 



case of real scenario, the model performs 
perfectly. 

 
 
 
 
 
4.2 Random Forest Classifier 
 

 

 
Figure 1.6 Observations of Random Forest 
Classifier Technique 
 
The accuracy of the model for the training and 
testing data is 93.47% and 99.93% respectively 
as shown above. Therefore we can deduce that 
the training accuracy and testing accuracy of the 
model is nearly similar. It represents that in the 
case of real scenario, the model performs 
perfectly. 
 
We can clearly see from the above results that 
Random Forest Classifier has more percentage of 
accuracy than Multinomial Naïve Bayes 
classifier. Hence the former should be preferably 
used. 
 
5. CONCLUSION 
 
 Online Transactions have become a huge part of 
our life in recent days due to their  convenience ,  
of the products and fast delivery of the products. 
To determine the sentiment analysis of the 
feedbacks left by customers who had already 
sampled and bought the Amazon Products, we 
made this framework by using the Multinomial 
Naïve Bayes Classifier and the Random Forest 
Classifier in order to produce the best results 
with the given dataset. The accuracy results 
given by Multinomial Bayes and Random Forest 
Classifier are 90% and 99% respectively and can 
be developed further by using another advanced 
NLP classifier. 

 
We hope that in the future our model will not 
only just limited by Amazon Product Reviews 
but can be broadened further for other research 
areas in the field of Data Analytics and produce 
similar results and prove useful.  
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